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Abstract

Handwriting recognition is difficult because of the high
variability of handwriting and because of segmentation er-
rors. We propose an approach that reduces this variabil-
ity without requiring letter segmentation. We build an
ink extrema classifier which labels local minima of ink as
{bottom, baseline, other} and maxima as {midline, top,
other}. Despite the high variability of ink, the classifier
is 86% accurate (with 0% rejection). We use the classifier
information to normalize the ink. This is done by applying a
“rubber sheet” warping followed by a “rubber rod” warp-
ing. Both warpings are computed using conjugate gradi-
ent methods. We display the normalization results on a few
examples. This paper illustrates the pitfalls of ink normal-
ization and “beautification”, when solved independently of
letter recognition.

1. Introduction

Almost every handwriting recognition system includes a
preprocessing step for the purpose of removing slant and
slope. For off-line recognition, the normalization typically
relies on histogram projection [4, 8], entropy [3], or more
complex heuristics [2]. Wienecke et al. [9] track the base-
line and midline with cubic splines. For on-line recognition,
tracking baseline and midline can also be useful, for com-
puting off-line features. For instance, Bengio et al. [1] fit
parallel quadratic curves to track bottom, baseline, midline
and top through each word, in order to extract Amaps (angle
maps).

None of these methods tracks baseline or midline accu-
rately, in the sense that they do not identify extrema of ink
(off-line or on-line) as belonging or not belonging to these
lines with accurate probabilities. In this paper, we cast base-
line and midline tracking as a classfication problem, and use
state-of-the-art machine learning techniques to solve it. Our
aim is threefold:

Figure 1. System overview

1. Achieve unprecedented accuracy in identifying bottom
line, baseline, midline and top line. For this to be pos-
sible, we have created a large training database con-
taining 10,000 words with each extremum labeled. Re-
sults on this database are presented in section 3.

2. Show that it is possible to extract useful information
from ink without segmentation. Segmentation is the
Achilles heel of machine learning, and arguably the
limiting factor in handwriting recognition. By classi-
fying extrema, which are easily located, we enable pre-
processing or provide new features for more complex
tasks such as letter segmentation and classification.

3. Develop algorithms for normalization and ink beauti-
fication, without relying on accurate segmentation and
letter recognition. To this end, we have implemented
two forms of warping, described in sections 5.1 and
5.2. The results on sample ink are shown in section 6.

2 System overview

Our system is essentially composed of 4 parts and is de-
picted in Figure. 1. First, a classifier labels the minima and
maxima in the ink. Multi-line regression is then used to
find the relative offsets between bottom, base, mid, and top
lines. This second step also yields the new desired posi-
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tion for each minimum and maximum. The third step inter-
polates these “point” displacement to a 2D grid by enforc-
ing rubber-sheet or “thick-plate” constraints. Finally, kinks
and curvature changes in the ink are removed by enforcing
curvature and compression constraints between the original
and displaced ink.

3 Min-Max classification

Local vertical minima and maxima can easily be located
on the time trajectories collected from the pen-enabled cap-
ture devices. To proceed to displacing the ink for better
alignment, we need to classify each of these extrema to a
label corresponding to its target position. We have chosen 3
categories for minima: bottom, baseline, and other. The last
category is used for every minimum other than the first two,
and is not subject to any alignment constraint. Similarly, we
have 3 categories for maxima: midline, top, and other.

Labeling extrema automatically is a difficult task be-
cause of the large variations between characters and hand-
writing styles. A crude labeling can be achieved by pro-
jecting the ink horizontally and looking at the histogram to
detect the baseline and midline. This method is often used
to normalize the ink before classification [4]. We have used
this method to pre-label our data. To achieve higher accu-
racy, we have built a convolution network classifier, similar
to those used for character classification [5]. The classi-
fier architecture is depicted in Figure 2. The architecture is

Figure 2. Convolution classifier: First 2 layers of
weights are 5x5 subsampled convolutional kernels (red).
Last two layers are fully connected layers of weights
(blue). The sight on the input image (showing ’test’) is
not part of the input but is displayed here to show which
extremum is being classifed (top of ’s’, a midline).

identical to [5]. The input is an 85 by 45 pixel image cen-
tered on the extremum to be classified. The first and sec-
ond convolutional layers have respectively 5 features and
50 features. The 3rd layer is fully connected and has 100

Labels Examples NN NN (harm.)
other 3466 19% 19%
ascender 843 29% 14%
midline 2276 17% 4%
baseline 3198 7% 0%
descender 175 15% 10%
Total: 9958 16% 9%

Table 1. MinMax error rates for Convolution neural
network and histogram projection. On each line, the
error percentage represents the number of errors for
that category. For instance, the convolutional neural net
misclassified 29% of the 843 ascenders it was presented
from the test set. The 4th column ’NN (harm.)’ con-
tains the most harmful errors. Misclassifying something
as ’other’ is deemed less harmful because ’other’ will
not be displaced by the beautification algorithm (mis-
classifying ’other’ as something else, however, is always
harmful).

units. The output has 5 units, one for each label, and is
trained with cross-entropy. Microsoft Tablet PC provided
a large database of handwritten words. There are on aver-
age 4 extrema per letter and 5 letters per word. Approx-
imately 10,000 words were labeled. The labeling process
is error-prone, and many extrema are so ambiguous that la-
belers disagree on about 5% of the data (estimate). For in-
stance, the bottom of an ’f’ can be a baseline, a descender,
or halfway in between, depending on the handwriting; the
extremities of a script ’e’ can arguably be either baseline
or ’other’. We trained a neural network on 10,000 labeled
words and tested it on a different subset of 519 words. The
results are shown in Table 1.

4 Fitting lines

In this section we fit parallel lines through text. Note that
our goal is to get an estimate of where the final lines will be
rendered. This is different from assuming that the baseline
is straight. Clearly the points returned by our classifier will
not be aligned. In this respect, we make fewer assumptions
than [1] who assume that the baselines are quadratic. Fitting
lines through the points, however, will estimate the vertical
position at which the line will be rendered after warping.
It will also estimate the relative distance between baseline,
midline, top line and bottom line. This method will fail in
extreme cases, for instance if one wrote a line or a word
along a circle.

Given sets of Nj (0 ≤ j ≤ M−1) points belonging to M
labeled lines (e.g. baseline or midline), we need to know the
relative offsets bj of each of these lines in order to compute
the optimal displacement that will align each point to its
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respective line. The lines (e.g. baseline and midline) are
constrained to be parallel. This is a fairly straightforward
multiline linear regression. If each point (x, y) belonging
to line j follows the equation,

y = ax + bj (1)

finding a and bj given M collection of Nj point (xj
i , y

j
i )

can be done by minimizing:

E(a, b0, ..., bM−1) =
M−1∑

j=0

Nj−1∑

i=0

1
2
(yj

i − (axj
i + bj))2 (2)

Setting the derivatives of E(a, b0, ..., bM−1) with respect to
a, b0, ..., bM−1 to 0 yields the following linear system of
M + 1 equations and M + 1 variables:

Txxa +
j=M−1∑

j=0

T j
xbj − Txy = 0 (3)

T 0
xa + N0b0 − T 0

y = 0 (4)

...
...

...

T M−1
x a + NM−1bM−1 − T M−1

y = 0 (5)

Where Txx =
∑j=M−1

j=0

∑Nj−1
i=0 xj

i x
j
i , Tx =

∑j=M−1
j=0

∑Nj−1
i=0 xj

i , Txy =
∑j=M−1

j=0

∑Nj−1
i=0 xj

i y
j
i ,

T j
x =

∑Nj−1
i=0 xj

i , and T j
y =

∑Nj−1
i=0 yj

i . This yields:

a =
Txy − ∑j=M−1

j=0
1

Nj
T j

xT j
y

Txx − ∑j=M−1
j=0

1
Nj

T j
xT j

x

(6)

bj =
1

Nj
(T j

y − T j
xa) (7)

Note that the number of lines M varies (some writing sam-
ples may not have any descenders or ascenders). It is also
possible to do the regression for a full paragraph of text at
once, with multiple baselines, midlines, etc. If none of the
M lines have more than one point, the system is undercon-
strained, in which case we assume a = 0. Examples of line
regressions are given in Figure 3 and 4.

5 Ink warping

Isometric transformations of handwritten text, such as
translation and rotation, can help restore alignment between
words. Unfortunately, such transformations do not restore
alignment between letters within a word. To restore align-
ment within a word, one must move letters with respect
to each other, which results in an direct alteration of the
ink’s appearance. To be visually appealing, such alteration
should satisfy simultaneously the following constraints:

1. Alignment: the displacement should move the extrema
to the line they belong to. This constraint affects only
a few points (at extrema locations), and only restricts
the vertical component of the displacement.

2. Spatial feature preservation: Intersections and distance
between pieces of ink should be preserved. For in-
stance, the top of a ’u’ should not be closed and thus
transformed into an ’o’ or an ’a’. All the strokes of
a multi-stroke character should move together (’t’, ac-
cented ’e’, script letters, etc). These are 2-dimensional
image constraints between pieces of ink that have been
drawn at different times and which may or may not be
connected.

3. Local ink feature preservation: Curvature, aspect ra-
tios, angle. The displacement should attempt to pre-
serve curvature, aspect ratio, and angle within a letter.
Of these 3, the first is the most important. An inversion
of curvature or the introduction of a kink is both unnat-
ural and immediately detectable. The second is a com-
pressibility constraint. A ’d’ should not be transformed
into a ’a’ by vertical compression of the upper part.
The last constraint, angle, is used to preserve the slant
and angle of separated strokes, such as ’t’ crossings
and accents. This constraint can be gently enforced lo-
cally to affect the global angle/slant of an accent or a
letter. Each of these local constraints can be viewed as
a set of springs between the transformed ink and the
original ink.

5.1 Rubber sheet optimization

The first two constraints can be optimized simultane-
ously by considering a rubber sheet displacement. The dis-
placement (ui,j , vi,j), which is composed of an u and a v
component at each point i, j is constrained to fixed values
at the ink extrema locations in J :

∀(i, j) ∈ J, vi,j = ti,j (8)

A soft constraint version can be written as:

Et(v) =
1
2

∑

(i,j)∈J

(vi,j − ti,j)2 (9)

The horizontal component u is unconstrained (E t(u) = 0).
The second constraint, preservation of text features, is en-
forced by requiring the displacement to be smooth. This can
be done by minimizing the first and second dervivatives of
the displacement field. Minimizing the first derivative can
be written as:

Em(u, v) =
1
2

∑

(i,j)

[
(ui+1,j − ui,j)2 + (ui,j+1 − ui,j)2+

(vi+1,j − vi,j)2 + (vi,j+1 − ui,j)2
]

(10)
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Minimizing the second derivative can be written as:

Ep(u) =
1
2

∑

(i,j)

[
(ui+1,j − 2ui,j + ui,j+1)2

+2(ui+1,j+1 − ui,j+1 − ui+1,j + ui,j)2

+(ui,j+1 − 2ui,j + ui,j−1)2
]

(11)

The second-derivative constraint is applied to both the u
and v components of the displacement field, Ep(u, v) =
Ep(u) + Ep(v). The model that mimimizes Et(u, v) and
Em(u, v) is called the membrane model, while the model
that minimizes Et(u, v) and Ep(u, v) is called the thin
plate model [7]. There is abundant literature on algo-
rithms to solve either problem efficiently using conjugate
gradient and multiresolution [6]. We should note that the
constraints Et(u), Em(u) and Ep(u), and the constraints
Et(v), Em(v) and Ep(v) are independent. The solution
u = 0 clearly minimizes Et(u), Em(u) and Ep(u). Our
problem is therefore to minimize:

E(v) = αtEt(v) + αmEm(v) + αpEp(v) (12)

where αt, αm, and αp are weighting factors on the errors
we are trying to minimize. If hard constraints are used for
the target displacements, we then have Et(v) = 0 and we
use the notation αt = ∞.

Equation 12 is linear in v and can be solved with conju-
gate gradient descent. We used a multiresolution approach
based on Szeliski’s paper [6]. The results are illustrated
in Figure 3. The threshold parameters have been adjusted
manually to fit a variety of handwriting styles as well as
possible. For this example, we observe (second line) that
the 2D rubber sheet displacement is effective at satisfying
the target constraints, and preserves the relationships be-
tween various pieces of ink (e.g. ’t’ crossing). The result
still leaves much to be desired. The first ’c’ has been flat-
tened and appears somewhat unnatural. The last ’s’ has been
kinked, and the ’t’ crossings have changed orientation. The
third line shows a 1D rubber rod displacement applied to
the ink. This displacement will be explained in detail in
the next section. The limitation of this displacement is that
it does not preserve the 2D spatial relationships along the
ink. For instance, the first ’a’ crosses itself, unlike the orig-
inal. The ’t’ crossings are left behind. The last line shows
a combination of the two methods, which will be explained
in more detail in the next section. The drawbacks of both
method have been somewhat mitigated.

5.2 Rubber rod optimization

The third kind of constraint for ink warping – maintain-
ing curvature, aspect ratio and angle – can be enforced by
putting local constraints between the new ink trajectory and

Figure 3. Top: Original image, with regression lines
and extrema labels shown. The next 3 pictures use rub-
ber sheet, rubber rod, and both deformations to bring
extrema to their rightful lines. Second from the top:
rubber sheet, αt = ∞, αm = 0.01, αp = 1. Third from
the top: rubber rod, βt = 0.001, βl = 0.01, βc = 1,
βa = 0.02. Bottom: rubber sheet displacement fol-
lowed by a rubber rod displacement (same parameters
as above).

the original ink. Let x(t) and y(t) be the coordinates of
points along the ink trajectory of the beautified ink. If χ(t)
and ψ(t) are target points that we would like the ink to go
through for a subset of points J , the target constraint can be
written as:

Et(x, y) =
1
2

∑

(t)∈J

(xt − χt)2(yt − ψt)2 (13)

The most disturbing aspect of the rubber sheet deformation
is that it can introduce kinks and changes of curvature in the
displaced ink, as happens to the second ’a’ in Figure 4, sec-
ond line. To prevent this, we introduce a constraint that ties
the curvature of the displaced curve x(t),y(t) to the curva-
ture of the original curve X(t), Y (t). Since this constraint
is optimized by gradient descent, special care was taken to
choose a constraint that does not generate arbitrarily large
gradients (which would cause large eigenvalues in the para-
meter space of optimization). For instance, the traditional
definition of curvature of x(t), y(t) defined by:

κ(t) =
x′(t)y′′(t) − y′(t)x′′(t)

(x′(t)2 + y′(t)2)3/2
(14)

varies from 0 for a straight line, to arbitrarily large values
for sharp reversal in direction. It is not stable when op-
timized using gradient descent. Instead, we optimize the
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following constraint:

Ec(x, y) =
1
2

∑

t

(cos(θ(t))−cos(Θ(t)))2+(sin(θ(t))−sin(Θ(t)))2

(15)
where θ(t) (resp. Θ(t)) is defined to be the angle be-
tween 3 consecutive points on the curves x(t), y(t) (resp.
X(t), Y (t)). We do not allow consecutive duplicate points.
The derivative of Ec(x, y) with respect to x(t) and y(t) is
bounded everwhere and is therefore better behaved for op-
timization purposes.

Optimizing curvature alone could result in large changes
in length between consecutive points. To circumvent this
problem, we add a constraint to prevent compression along
the ink trajectory:

El(x, y) =
1
2

∑

t

(l(t) − L(t)))2 (16)

where l(t) and L(t) are defined to be the distance be-
tween two consecutive points on the curves x(t), y(t) and
X(t), Y (t) respectively.

The above two constraints, when fully satisfied, still al-
low individual pieces of ink to rotate. For completeness,
we add one more constraint to act on the absolute angle of
a curve. This constraint is meant to be weak, but to have
an effect on otherwise unconstrained pieces of ink (e.g. ac-
cents,’t’ crossings, etc).

Ea(x, y) =
1
2

∑

t

(cos(θ(t))−cos(Θ(t)))2+(sin(θ(t))−sin(Θ(t)))2

(17)
where θ(t) (resp. Θ(t)) is defined to be the angle be-
tween 2 consecutive points on the curves x(t), y(t) (resp.
X(t), Y (t)) and the horizontal.

We can now optimize:

ER(x, y) = βtEt(x, y)+βcEc(x, y)+βlEl(x, y)+βaEa(x, y)
(18)

Unlike the 2D rubber sheet optimization, ER is highly non-
linear in x and y. It is likely to have multiple local minima.
To optimize it, we use the Polak-Ribiere conjugate gradient
technique. The rubber rod optimization is used to displace
the extrema of the ink, along a pre-shaped rubber rod, to
their desired positions along the corresponding lines. The
results are displayed on the third lines of Figures 3 and 4. As
mentioned previously, the rubber rod alone is not effective
at capturing 2D relationships such as accents, ’t’-crossings,
intersections, or loop-closing. On the other hand, the 2D
rubber sheet constraint ignores the path followed by the ink.
This is illustrated in Figure 4. In this figure, two points on
and near the second ’a’ of ’areas’ end up being compressed
on the baseline, with a catastrophic effect on that letter (sec-
ond line on the figure). To prevent this from occuring, we

Figure 4. Top: Original image, with regression lines
and extrema labels shown. The next 3 pictures use rub-
ber sheet, rubber rod, and both deformations to bring
extrema to their rightful lines. Second from the top:
rubber sheet, αt = ∞, αm = 0.01, αp = 1. Third from
the top: rubber rod, βt = 0.001, βl = 0.01, βc = 1,
βa = 0.02. Bottom: rubber sheet displacement fol-
lowed by a rubber rod displacement (same parameters
as above).

enforce ink ’rigidity’ using the rubber rod constraint. We
first compute the rubber sheet deformation and apply the
corresponding displacement to compute a new X(t), Y (t)
target trajectory. This will be the target of Et(x, y) of the
rubber rod constraints (J contains every point). We then
optimize ER(x, y). The results are shown on the last line of
Figures 3 and Figure 4. Clearly, the curvature and compres-
sion improved the looks of the first ’c’ and ’s’ in ’architects’
and second ’a’ in ’areas’. The angle constraint helps the ’t’
crossing in ’architects’.

Ideally, rubber sheet and rubber rod could be optimized
together. However, the 2D approach is computationally ex-
pensive because of the number of pixels, while the 1D ap-
proach is computationally expensive because of the large
number of iterations required to solve a nonlinear problem.
Simultaneously optimizing both constraints while retaining
practical speed is non-trivial. The present system processes
a word per second on average on a 3GHz P4, without SSE
or MMX optimization.

6 Results on paragraphs

The results on a 2-line paragraph are shown on Figure 5.
The first two lines are the original writing on a Tablet PC.
Line 3 and 4 are the result of the end-to-end system. Base-
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Figure 5. Lines 1-2: original ink. Line 3-4: end-to-end
system with warping of baseline and midline. Line 5-
6: affine transform of the ink (no warping) with manual
labeling. Line 7-8: warping with manual labeling.

line and midline were labeled automatically with our ex-
trema classifier. The strange ’dot’ on the ’i’ is the result of
warping the dot to the midline because of a classification
error (midline instead of other). For the next four lines, we
wanted to illustrate the difference between affine transfor-
mation – which leaves the ink unchanged except for rota-
tion and translation – and warping. To make the experiment
more conclusive, we hand-labeled every extremum to pro-
duce the maximum deformations. Without hand-labeling,
many extrema would be classified as ’other’, and would not
force the ink to be warped. Lines 5 and 6 show the ink re-
sulting from affine transformation. Lines 7 and 8 show the
ink resulting from warping.

The first conclusion from this experiment is that the
beautification effects of ink warping are subtle (if not disa-
pointing). When we asked people to rank the quality of the
ink on this picture, the consensus was (from best to worst):
7-8 (full warping), 3-4 (our end-to-end system), 5-6 (affine),
and 1-2 (original). Our classifier did very well for some
writers, but gave idiotic answers for others. We attribute this
to poor generalization due to training on a database limited
to only 10,000 words (which is very small for handwriting
recognition tasks).

7 Conclusion

While many publications focus on handwriting recog-
nition, we have concentrated our efforts on the first pre-
processing step, ink normalization. We have cast this prob-
lem as a full-fledged classification problem, and used ma-
chine learning to solve it. With a 10,000-word database, our

ink extrema classfication accuracy is encouraging (86%),
although it is clear that a larger database will further de-
crease the error rate. Extrema classification is easier than
letter recognition because it does not require segmentation.
We expect that such features, whether used directly or in a
preprocessing step, have great potential to improve hand-
writing recognition.

Our classification results were obtained with on-line ink.
However, if extrema are computed on images (which is not
difficult), our min-max classifier can be used “as is”.

We have implemented a warping algorithm that straight-
ens the bottom, baseline, midline, and top line. We have
tested warping these lines for ink beautification. The results
are more subtle than we had expected. Some subjects liked
it while others were skeptical. A formal user study is needed
to reach a conclusion on the validity of our beautification
approach. The warping algorithm, however, shows great
promise as a preprocessing step for handwriting processing.
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[3] M. Côté, E. Lecolinet, M. Cheriet, and C. Y. Suen. Automatic
reading of cursive scripts using a reading model and percep-
tual concepts the perpecto system. IJDAR, 1(1):3–17, 1998.

[4] G. Nicchiotti and C. Scagliola. Generalised projections: A
tool for cursive handwriting normalisation. In International
Conference on Document Analysis and Recognition (ICDAR),
pages 729–732, 1999.

[5] P. Simard, D. Steinkraus, and J. Platt. Best practice for con-
volutional neural networks applied to visual document analy-
sis. In International Conference on Document Analysis and
Recognition (ICDAR), pages 958–962, 2003.

[6] R. Szeliski. Fast surface interpolation using hierarchical basis
functions. In IEEE Trans. on Pattern Analysis and Machine
Intelligence, volume 12, pages 513–528, 1990.

[7] D. Terzopoulos. Multilevel computational processes for vi-
sual surface reconstruction. In Comput. Vision, Graphics, Im-
age Processing, volume 24, pages 52–96, 1983.

[8] A. Vinciarelli and J. Luettin. A new normalization technique
for cursive handwritten words. Pattern Recognition Letters,
22(9):1043–1050, 2001.

[9] M. Wienecke, G. A. Fink, and G. Sagerer. Towards automatic
video-based whiteboard reading. In International Conference
on Document Analysis and Recognition (ICDAR), pages 87–
91, 2003.

Proceedings of the 2005 Eight International Conference on Document Analysis and Recognition (ICDAR’05) 
1520-5263/05 $20.00 © 2005 IEEE 



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles false
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (None)
  /CalRGBProfile (None)
  /CalCMYKProfile (None)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo false
  /PreserveCopyPage true
  /PreserveEPSInfo false
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 300
  /ColorImageDepth -1
  /ColorImageDownsampleThreshold 2.00333
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 300
  /GrayImageDepth -1
  /GrayImageDownsampleThreshold 2.00333
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00167
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /JPN <FEFF3053306e8a2d5b9a306f300130d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f00200050004400460020658766f830924f5c62103059308b3068304d306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103057305f00200050004400460020658766f8306f0020004100630072006f0062006100740020304a30883073002000520065006100640065007200200035002e003000204ee5964d30678868793a3067304d307e30593002>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e0020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f0062006100740020006f0064006500720020006d00690074002000640065006d002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /FRA <FEFF004f007000740069006f006e00730020007000650072006d0065007400740061006e007400200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e007400730020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e00200049006c002000650073007400200070006f0073007300690062006c0065002000640027006f00750076007200690072002000630065007300200064006f00630075006d0065006e007400730020005000440046002000640061006e00730020004100630072006f0062006100740020006500740020005200650061006400650072002c002000760065007200730069006f006e002000200035002e00300020006f007500200075006c007400e9007200690065007500720065002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300740061007300200063006f006e00660069006700750072006100e700f5006500730020007000610072006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000500044004600200063006f006d00200075006d0061002000760069007300750061006c0069007a006100e700e3006f0020006500200069006d0070007200650073007300e3006f00200061006400650071007500610064006100730020007000610072006100200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f0073002000500044004600200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002c002000520065006100640065007200200035002e00300020006500200070006f00730074006500720069006f0072002e>
    /DAN <FEFF004200720075006700200064006900730073006500200069006e0064007300740069006c006c0069006e006700650072002000740069006c0020006100740020006f0070007200650074007400650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650072002000650067006e006500640065002000740069006c0020007000e5006c006900640065006c006900670020007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e007400650072006e00650020006b0061006e002000e50062006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /NLD <FEFF004700650062007200750069006b002000640065007a006500200069006e007300740065006c006c0069006e00670065006e0020006f006d0020005000440046002d0064006f00630075006d0065006e00740065006e0020007400650020006d0061006b0065006e00200064006900650020006700650073006300680069006b00740020007a0069006a006e0020006f006d0020007a0061006b0065006c0069006a006b006500200064006f00630075006d0065006e00740065006e00200062006500740072006f0075007700620061006100720020007700650065007200200074006500200067006500760065006e00200065006e0020006100660020007400650020006400720075006b006b0065006e002e0020004400650020005000440046002d0064006f00630075006d0065006e00740065006e0020006b0075006e006e0065006e00200077006f007200640065006e002000670065006f00700065006e00640020006d006500740020004100630072006f00620061007400200065006e002000520065006100640065007200200035002e003000200065006e00200068006f006700650072002e>
    /ESP <FEFF0055007300650020006500730074006100730020006f007000630069006f006e006500730020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000500044004600200071007500650020007000650072006d006900740061006e002000760069007300750061006c0069007a006100720020006500200069006d007000720069006d0069007200200063006f007200720065006300740061006d0065006e0074006500200064006f00630075006d0065006e0074006f007300200065006d00700072006500730061007200690061006c00650073002e0020004c006f007300200064006f00630075006d0065006e0074006f00730020005000440046002000730065002000700075006500640065006e00200061006200720069007200200063006f006e0020004100630072006f00620061007400200079002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004e00e4006900640065006e002000610073006500740075007300740065006e0020006100760075006c006c006100200076006f006900740020006c0075006f006400610020006a0061002000740075006c006f00730074006100610020005000440046002d0061007300690061006b00690072006a006f006a0061002c0020006a006f006900640065006e0020006500730069006b0061007400730065006c00750020006e00e400790074007400e400e40020006c0075006f00740065007400740061007600610073007400690020006c006f00700070007500740075006c006f006b00730065006e002e0020005000440046002d0061007300690061006b00690072006a0061007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f006200610074002d0020006a0061002000520065006100640065007200200035002e00300020002d006f0068006a0065006c006d0061006c006c0061002000740061006900200075007500640065006d006d0061006c006c0061002000760065007200730069006f006c006c0061002e>
    /ITA <FEFF00550073006100720065002000710075006500730074006500200069006d0070006f007300740061007a0069006f006e00690020007000650072002000630072006500610072006500200064006f00630075006d0065006e007400690020005000440046002000610064006100740074006900200070006500720020006c00610020007300740061006d00700061002000650020006c0061002000760069007300750061006c0069007a007a0061007a0069006f006e006500200064006900200064006f00630075006d0065006e0074006900200061007a00690065006e00640061006c0069002e0020004900200064006f00630075006d0065006e00740069002000500044004600200070006f00730073006f006e006f0020006500730073006500720065002000610070006500720074006900200063006f006e0020004100630072006f00620061007400200065002000520065006100640065007200200035002e003000200065002000760065007200730069006f006e006900200073007500630063006500730073006900760065002e>
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f00700070007200650074007400650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000700061007300730065007200200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e006500730020006d006500640020004100630072006f0062006100740020006f0067002000520065006100640065007200200035002e00300020006f0067002000730065006e006500720065002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006e00e40072002000640075002000760069006c006c00200073006b0061007000610020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f600720020007000e5006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b0072006900660074002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e0020005000440046002d0064006f006b0075006d0065006e00740065006e0020006b0061006e002000f600700070006e006100730020006d006500640020004100630072006f0062006100740020006f00630068002000520065006100640065007200200035002e003000200065006c006c00650072002000730065006e006100720065002e>
    /ENU <FEFF005500730065002000740068006500730065002000730065007400740069006e0067007300200074006f0020006300720065006100740065002000500044004600200064006f00630075006d0065006e007400730020007300750069007400610062006c006500200066006f007200200049004500450045002000580070006c006f00720065002e0020004300720065006100740065006400200031003500200044006500630065006d00620065007200200032003000300033002e>
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


