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Abstract

In usual approaches to visual domain adaptation, algo-
rithms are used to infer a common “domain transform” be-
tween the feature space of a source domain and that of a
target domain. We propose a new approach in which we use
“image analogies” to infer a domain transform that can be
applied to images rather than features. This approach is
applicable for domain pairs in which the domain transform
is known to be approximately a filter or texture change. By
comparing the use of analogous images for training exam-
ples to the use of the original images for training examples
in a discriminative classifier for the target domain, we show
that image analogies can effectively capture certain types of
domain transformations.

1. Introduction
Domain adaptation is an important challenge in modern

computer vision. Torralba and Efros [13] showed that when
standard object recognition algorithms are trained on one
benchmark dataset (e.g., Caltech, PASCAL, ImageNet) and
tested on another, performance suffers drastically (versus
testing on the dataset on which the classifier was trained).
They further demonstrate dataset bias by showing that re-
searchers who work with these datasets regularly can eas-
ily discriminate between them given just a few examples of
each.

Domain adaptation is also essential in real world applica-
tions of object recognition. For example, if an autonomous
vehicle is trained to detect signs, obstacles, etc. in a labo-
ratory environment, its accuracy will diminish significantly
when reapplied to the real world. In such applications where
recognition accuracy could make the difference between
life and death, strong domain adaptation is required.

In general, it may be impossible to train any vision sys-
tem on a “true random sample” of the objects of interest “in
the wild,” as it seems that all existing datasets have some
type of bias due to the methodology with which they were
constructed, so training on a biased sample of the objects
we want to recognize and then rely on domain adaptation

to generalize what we learned in training. For these rea-
sons, domain adaptation is a problem that cannot simply be
brushed aside if visual object recognition research is to be
practical and useful in the real world.

In this paper, we attempt to address a subset (or a re-
stricted version) of the domain adaptation problem. The
method we propose here will not solve the “general” do-
main adaptation problem, as it requires that the domain
transform, or the theoretical operation that turns an exam-
ple of the source domain into an example of the target do-
main, can be approximated by an image filter or a change in
the image’s texture. More explicitly, the domain transform
must be possible to approximate using the image analogies
algorithm described by Hertzmann et al. in [7]. While prior
work in domain adaptation has attempted to find a domain
transformation in the feature space of the image [10, 11],
our work in this paper tries to find a domain transformation
in the image space. As such, our approach may be compat-
ible with existing domain adaptation techniques as it occurs
at a different point in the pipeline.

The image analogies algorithm takes as input three im-
ages A, A’, and B. Images A and A’ are, respectively, the
unfiltered and filtered source images. Image B is an unfil-
tered target image, and the output is a new image B’ that is
related to B in the same way as A’ is related to A. In other
words, A : A’ :: B : B’ [7]. See Figure 1.

Our work in this paper shows how this algorithm can be
used to create synthetic examples of a target domain to be
used as training examples for that domain. If we have a sin-
gle pair of corresponding images in the source and target
domain and any number of examples of the source domain,
we can “learn” the image space transformation based on our
single example pair between the source and target domain,
and then apply this transformation to all of our existing ex-
amples of the source domain, giving us corresponding syn-
thetic examples of the target domain.

As mentioned above, the two domains must differ by an
image filter that the image analogies algorithm can recog-
nize. This fact limits the applicability of this paper - it can-
not solve the general domain adaptation problem, in which
our domains might be (for example) different datasets, as



A : A’ :: B : B’
Figure 1. Image analogy example: The image analogies algorithm proposed by Hertzmann et al. [7] takes as input an unfiltered image A,
a filtered image A’, and another unfiltered image B, outputting an “analogous” image B’ that relates to B in the same way as A’ relates to A.
Figure taken from [7].

discussed in the Torralba et al. paper [13]. However, this
approach is nonetheless useful in the real world, as there
are indeed useful domain pairs that differ only by a filter.

One example of a pair of domains in which our approach
might be applicable, and the one that inspires the experi-
ment in this paper, is two different types of cameras, such as
(domain A) photos taken by a high-resolution DSLR cam-
era, and (domain B) photos taken by a low-resolution web-
cam. In this case, the difference between the two domains
could be approximated by a Gaussian blur and some Gaus-
sian noise, a uniform filter that the image analogies algo-
rithm can potentially learn. The only caveat is that we must
have a single pair of images that correspond exactly (i.e.,
pixel-for-pixel) taken by the two cameras.

Another potential application might be in recognizing
objects in paintings based on examples from photographs,
assuming that the painting attempts to represent the inspira-
tion behind it in a way that generally preserves its propor-
tions (as in a painting by Monet or da Vinci), rather than a
more abstract representation (as in a painting by Picasso).
If we have a photograph of the scene or object that the
artist was painting and the painting itself, we can use image
analogies to learn the domain transformation between pho-
tographs and paintings done by the artist and in the style of
which we have an example.

In this paper, we take the DSLR domain from the office
dataset [11] and creating a simulated “webcam” domain by
decreasing the resolution of the DSLR images and adding to
them a Gaussian blur and Gaussian noise. We test the effec-
tiveness of a classifier that is trained simply on the original
DSLR images, and compare the accuracy of such a classifier
to the accuracy of our approach, in which we train a classi-
fier on image analogies generated using a single pair of im-
ages: an original DSLR image and the corresponding syn-
thetic “webcam” image generated from it. We demonstrate
the usefulness of these image analogies in building a classi-
fier by showing that the classifier accuracy is much higher
when training on the image analogies than when training on
the corresponding original DSLR images.

2. Related Work

Much recent work in computer vision and machine learn-
ing has considered the problem of learning transformations
(see [2, 4, 6, 10–12] for some examples in computer vision
research). However, the key distinction in our work is that
these papers all look for transformations in the feature space
rather than the image space.

There is also a large body of work in the graphics com-
munity that addresses the problem of texture synthesis and
mapping. In [5], the researchers describe an automated
method of synthesizing images with a texture matching a
given input image. [1] improves on previous approaches to
texture synthesis by better preserving local structures with a
parameter that controls randomness. The work in [7] partic-
ularly inspires our work. It takes an input of an untextured
image and a textured image to “learn” the texture, and then
applies the learned texture to a different untextured image,
outputting the “analogous” image that relates the second un-
textured image in the same way that the given textured im-
age relates to the first untextured image. All of this work
looks at the resulting images with synthesized textures as
ends unto themselves (a valid viewpoint, as many of the
results are quite impressive), and do not propose the pos-
sibility of reapplying the resulting images to aid in visual
recognition tasks. To our knowledge, this work is the first
instance of looking at texture-based transformations in the
image space and applying them to the problem of domain
adaptation.

3. Approach

The main idea is to use leverage the idea of image analo-
gies [7] to create a stronger classifier in a target domain,
given many training examples of a source domain, which is
differentiated from the target domain by a filter or a change
in texture. For an overview of the algorithm we use, see
Figure 3.



Figure 2. Image analogies algorithm: The image analogies algo-
rithm proposed by Hertzmann et al. [7] works by looking at the
pixel neighborhood q in images B and partially synthesized B’ and
finding the nearest neighbor p of images A and A’. The algorithm
is run at multiple resolutions or “levels”; fine-grained level l and
coarse-grained level l − 1. Figure taken from [7].

3.1. Image Analogies

Central to our approach is the technique proposed by
Hertzmann et al. [7] for synthesizing image analogies. We
briefly review it here; see [7] for details.

Suppose we have a pair of images A and A’, where A’ cor-
responds to A but with some filter or texture applied. Then,
we have another image B, and we want to create an image
B’ which relates to B in the same way as A’ relates to A (see
Figure 1). The image analogies algorithm of [7] gives us
a method of synthesizing such an image B’ given inputs A,
A’, and B.

In essence, the algorithm of [7] works by going through
each pixel in image B and the partially synthesized image
B’, finding the closest match in images A and A’ in a pixel
neighborhood of a given size n x n. The nearest-neighbor
search is done in feature space, where the features for each
pixel include the RGB values at that pixel, along with other
information like the luminance and responses to certain fil-
ters. (In our approach, we convert the image to HSV color
space and use the “V” (value) channel as our only feature.)
Once the pixel index of the nearest neighbor is found, the
pixel at that index in A’ is used as the output pixel in syn-
thesized image B’. See Figure 2.

The authors additionally detail several ways to improve
the algorithm, including running the algorithm at multi-
ple resolutions to more accurately capture filters of varying
size, speedup methods like using an approximate nearest-
neighbor search, and using a “coherence search” to preserve
coherence with the neighboring pixels in the synthesized
image. We will not go into detail about these improvements

here; please see [7] for more information.

3.2. Analogies for Domain Adaptation

We leverage the idea of image analogies [7], described
in Section 3.1, to improve classification accuracy in object
recognition across domains. The problem we attempt to
solve is as follows: Given examples of objects x1, x2, ..., xn

and their labels y1, y2, ..., yn in a source domain, and a sin-
gle example of an image I ′ in a target domain which cor-
responds pixel-for-pixel to some image I in the source do-
main, how can we build a classifier of the target domain?
In this context, the source and target domain must differ by
a filter or texture; something that can be detected by the im-
age analogies algorithm.

For example, the source domain might be a set of pho-
tographs taken using a high-resolution, high-quality DSLR
camera, and the target domain might be a different set of
photographs taken using a low-resolution, low-quality we-
bcam. In this case, our problem statement would require a
number of labeled examples of the object categories of in-
terest taken by the DSLR camera, along with a single pair of
photographs, one taken by the DSLR camera and the other
taken by the webcam, that are of the same scene, corre-
sponding pixel-for-pixel.

Given the problem statement and information above, the
basic approach should now be relatively obvious. We will
use the image pair I and I ′ to “learn” the domain transfor-
mation between the source and target domains using the im-
age analogies algorithm, generating an analogous image for
each of the examples we have of the source domain. This
gives us a corresponding analogous image for each example
we have of the source domain. In terms of the image analo-
gies language, we generate x′i using I : I ′ :: xi :: x′i, where
xi is an example from the source domain. If our intuition is
correct, these analogous images x′i that we have generated
should correspond closely to how each of the corresponding
original images xi from the source domain would appear if
they were in the target domain.

We proceed by taking these analogous images x′i to be
the training examples for our classifier of the target domain,
each having the same label yi as the original image from the
source domain xi from which it was generated. Based on
our intuition that these analogous images x′i are a better rep-
resentation of what the image would look like in the target
domain than the original images xi, a classifier for images
in the target domain trained on examples x′i should be more
accurate than one trained on examples xi. Note that since
our approach operates in image space (rather than, for ex-
ample, feature space), it can be used with any choices of
image features, representation, and classifier.



3.3. Image Representation and Classification

In this section, we detail our choices of image represen-
tation and classification algorithm. As we noted in Sec-
tion 3.2, this approach to domain adaptation operates in im-
age space, and as such, it can be used with choice of any
image representation and classification algorithm. Since our
goal is only to convince the reader that image analogies are
useful for domain adaptation, our choices for representa-
tion and classification algorithm are ones that we believe to
be popular and well-understood, sacrificing state-of-the-art
performance (to which we could not compare any other al-
gorithm, as our particular problem has not been addressed)
for simplicity and reproducibility.

For our image features, we use SIFT descriptors [9] com-
puted at keypoints using the VL SIFT function from the
VLFeat library [14] with default settings. A single SIFT
descriptor [9] describes a square image patch of a given
size and orientation as a 128-dimensional vector, where the
square is divided into a 4 x 4 grid and the gradient response
in each of 8 directions inside one square of the grid are the
elements of the 128-dimensional descriptor vector.

Once we have SIFT descriptors for all the images in
our database, we cluster them using the k-means algorithm,
with k = 800, giving us 800 cluster centers ~c1, ~c2, ..., ~c800,
each of which is a 128-dimensional vector. We then gen-
erate a bag-of-words histogram for each image. A bag-of-
words histogram is a k-dimensional vector ~v, where each vi

corresponds to the number of SIFT descriptors in the im-
age whose nearest cluster center generated by k-means was
cluster center ci. Finally, our image representation is sim-
ply the vector normalized version of this bag-of-words his-
togram, ~v′ = ~v

||~v|| .

Given a vector representation for each image, we can use
standard discriminative classification algorithms to build a
model of each category we are interested in classifying. In
particular, we use a standard one-vs.-all linear support vec-
tor machine (SVM), making use of the LIBSVM [3] SVM
library with all default parameters (except the C parameter)
to perform the actual training and classification. A linear
SVM takes as input any number of training examples and
their class labels, and finds a margin that maximizes the dis-
tance between positive and negative examples (allowing for
classification error, the importance of which is set by a pa-
rameter C, which we set to C = 1000). A standard linear
SVM only classifies examples into two classes (“positive”
and “negative”), but this can be turned into a multi-class
classifier by training a single SVM for each class, where the
positive class is all examples of the class of interest, and the
negative class is all examples of all other classes. Then, a
novel example is classified as whichever class’s SVM gives
the highest (most positive) response.

Algorithm CreateTargetDomainClassifier
Input: Source domain example images x and correspond-

ing labels y [(x1, y1), ..., (xn, yn)], image in source
domain I , corresponding image in target domain I ′

Output: M , a one-vs.-all SVM model of the target domain
1. for (i← 1, ..., n)
2. x′i ← SynthesizeAnalogousImage(I , I ′, xi)
3. di ← ComputeSIFTDescriptors(xi)
4. d′i ← ComputeSIFTDescriptors(x′i)
5. centers← KMeans([d1, d

′
1, ..., dn, d′n], k = 800)

6. for (i← 1, ..., n)
7. v′i ← ComputeBoWHistogram(d′i, centers)
8. M ← TrainLinearSVM([(v′1, y1), ..., (v′n, yn)])

Figure 3. Algorithm overview: The above pseudocode represents
the “algorithm” we use for the problem statement given in Sec-
tion 3.2. See Sections 3.1, 3.2, and 3.3 for details on each step.
We include the above algorithm summary mainly to aid in under-
standing, not as an implementation suggestion. In practice, as we
will do multiple runs with different sets of training examples, we
will want to precompute the analogous images for all examples
we have. We also precompute the cluster centers produced by k-
means and the bag-of-words histograms for all analogous images.
Therefore, in each trial run of our algorithm, we only select a sub-
set of the examples available to us for training (using the rest for
testing), and then train the SVM on the selected examples.

4. Data

We explore the utility of our approach on the Office
dataset from [11]. This dataset is intended as a domain
adaptation benchmark, with 31 categories (each category
being a type of object one might find in an office, e.g.,
backpack, keyboard, headphones), and 3 domains: Ama-
zon, DSLR, and webcam. While we have repeatedly cited
as an example application of our approach the possibility
of classifying images taken from a webcam using labeled
example images taken from a DSLR, we unfortunately can-
not directly use the DSLR and webcam domains from this
dataset to test our approach, as it lacks a critical element:
a pair of photos that correspond pixel-for-pixel between the
two domains. Some images between the DSLR and webcam
domains of the dataset are very similar (indeed, some are
of the same object in the same position), but have a slight
change in perspective or orientation that would cause the
image analogies algorithm to fail.

Because it is somewhat difficult to create the setup
needed to run a real-world experiment on our approach (po-
sitioning two different cameras in the exact same way to
get two images with a pixel-for-pixel correspondence), we
have chosen, for now, to test our approach on synthetic
data. Specifically, we use the actual DSLR domain of the
Office dataset as our source domain (see the left column
of Figure 5 for sample images), and then create a syn-



Original Image Target Image
(DSLR) (Synthetic)

Figure 4. Image pair used to generate all analogies: The above
single pair of images was used to generate all analogous images
for the experiments run in this paper. On the left is the first im-
age in the backpack category of the DSLR domain of the Office
dataset [11]. On the right is the synthetic image generated from
the original (left) by adding Gaussian blur and Gaussian noise. See
the right column of Figure 5 for sample images generated by the
image analogies algorithm [7] using this image pair (along with
the original image in the left column).

thetic “webcam-like” target domain by taking each image
and reducing its resolution, adding a Gaussian blur, and
then adding Gaussian noise. As the description suggests,
this procedure produces low-resolution, blurry, noisy im-
ages that are seemingly similar in appearance to those that
a low-quality commercial webcam might produce. See the
middle column of Figure 5 for samples of the synthetic tar-
get domain images produced.

To compute the analogous images, we chose a single im-
age from the source domain (the DSLR domain of the Of-
fice dataset [11]) and the target image generated from that
source image. In particular, we used the first image in the
backpack category of the dataset (for no reason other than
the fact that it happens to be the first image in the first al-
phabetical category; any other choice of image would pre-
sumably have produced similar results). See Figure 4 for
the image used. Then, we use the image analogies algo-
rithm [7] to generate an analagous image for each example
in the DSLR from our one example of the source domain and
its corresponding target domain image. Note that the resolu-
tion of the source domain image must be reduced to match
the target domain image, as this is necessary for the im-
age analogies algorithm. Due to time constraints (the image
analogies MATLAB implementation used is quite slow), we
generated analogies for only the first 13 of the 31 categories
in the Office dataset, so our results will be on only these 13
categories.

Interestingly, many of the images produced for this
dataset using the image analogies algorithm are quite “bad”
in the sense of being realistic, with noticeable artifacts like
large grey blotches in certain parts of many of the images.
See the right column of Figure 5 for samples of the analo-

gous images produced.

5. Results
We now present results to demonstrate that image analo-

gies can be valuable in building classifiers for an unknown
target domain based on examples from a source domain. In
Section 4, we described the data that we will use in our ex-
periments, consisting of the first 13 categories of the DSLR
domain from the Office dataset [11].

The classification task that we are interested in is to clas-
sify the target domain images - the synthetic images that
were generated by applying a Gaussian blur and Gaussian
noise to the original DSLR images (the middle column in
Figure 5). In our approach, we train classifiers on the anal-
ogous images generated from the single pair of source and
target images available to us (Figure 4), as described in Sec-
tion 3. See the right column of Figure 5 for samples of the
images we use to train SVM classifiers in our method.

5.1. Baselines

We compare our method against three baselines. Each
of the baselines uses the exact same methodology as we
use in our method described in Section 3.3 (same features,
same classification algorithm, etc.), but with a different set
of training examples.

The first baseline, DSLR, is perhaps the most obvious:
rather than training on the images generated by analogy (our
approach), simply train on the original DSLR images (the
left column in Figure 5). If our approach cannot outperform
this baseline, there is no reason to generate training data
using image analogies rather than simply using the original
images. Hence, this baseline is a useful way to determine
whether the classifier is getting any useful information from
the image analogies algorithm.

The second baseline, DSLRSmall, is a modified version
of the first: train on the original DSLR images, resized to
the same resolution as the images in the target domain. Due
to the way that SIFT keypoints are selected, if we use the
original (large) DSLR image results, we will get SIFT de-
scriptors spanning a much smaller image patch (relative to
the image’s content) than the SIFT descriptors computed
on the target data. Hence, to compare our algorithm fairly,
removing the possibility that any improvement is only due
to our examples being of the same resolution as the target
domain images, we also compare against the DSLRSmall
baseline.

The third baseline, Ideal, will give the “ideal” perfor-
mance in the sense that it is trained on images from the
actual target domain. Hence, there is no domain adapta-
tion in this baseline - we are training on images from the
same domain that we are testing on, essentially making it a
traditional image classification task. We do not need to out-
perform this baseline in order to show that image analogies
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Figure 5. Sample data: We show sample images of the original DSLR data from the Office dataset [11] (left), the synthetic target domain
version of the image (middle) (generated by adding Gaussian blur and Gaussian noise to the original image), and the image generated
using an image analogy based on the single corresponding image pair shown in Figure 4 and the original DSLR image. Note that many of
the analogous images could be described as failure cases for the image analogies algorithm, clearly showing undesirable artifacts, like the
large grey blotches in the analogous images of the bicycle and the calculator.

are useful, we only include it for the purpose of analysis.
If the performance of our method came anywhere near this
baseline, it would mean that, for this data, training on image
analogies is nearly as good as training on the target domain
itself.

5.2. Experiment Setup

To test our approach, we run 100 trials, where in a given
trial we randomly choose 5 training examples from each
class, and use the remaining images to test classification ac-
curacy. We use the same images for our approach and all of
the baselines in each trial, so that results on a given trial can



be compared directly.
To reiterate, in our approach, we train on images gener-

ated by analogy (right column of Figure 5). In the DSLR
and DSLRSmall baselines we train on the original DSLR
images (left column of Figure 5) at the original resolution
and the resolution of the target class (respectively). In the
Ideal baseline we train on the synthetic (target) domain on
which we will test (middle column of Figure 5). We test
our approach and all three examples on the synthetic (tar-
get) domain (middle column of Figure 5) - all images that
were not used for training.

5.3. Experimental Results

We find from the experiment described above that our
approach greatly outperforms both of the DSLR baselines,
and not far off from Ideal performance. See Figure 6.

While both DSLR baselines do better than chance
(7.69%), the DSLRSmall baseline greatly outperforms the
DSLR baseline, more than doubling its performance. This
is likely due to the effect that the resolution difference has
on the computed SIFT descriptors, detailed in .

Even in comparison to the stronger baseline, DSLRS-
mall, our method is clearly superior. Our performance is
21% higher than the performance of DSLRSmall.

In comparison with the Ideal baseline’s performance, our
method, of course, cannot compete. However, considering
that the Ideal baseline is trained on the same domain on
which it is tested, we expect that its performance should be
higher. Taking this into account, the fact that our method
results in 90% of the classification accuracy of the Ideal
baseline seems to show that our approach is fairly strong.

These results show that, at least for this synthetic data,
image analogies are a highly useful tool in classifying im-
ages of an unknown domain. The DSLR baselines were
given the same information as our algorithm (images from
the DSLR dataset along with their labels), with the excep-
tion of the single pair of corresponding images from the
source and target domain that our algorithm uses to generate
the image analogies. From this single extra image pair and
the image analogies algorithm of [7], we get a new approach
to image classification in a target domain that boosts perfor-
mance by over 20%, nearing the performance of training on
the target data itself.

6. Conclusions

We have presented a new approach to domain adapta-
tion which operates in the image space, rather than in a
feature space. This approach is applicable to domain pairs
where the domain transformation between them can be ap-
proximated by a filter or change in texture. Based on a
corresponding pair of images in the source and target do-
mains, we can use the image analogies algorithm described

Method Classification Accuracy
Ours - Image Analogies 63.79%
Baseline 1 - DSLR 23.56%
Baseline 2 - DSLRSmall 52.65%
Baseline 3 - Ideal 70.75%
Chance - 1/(13 classes) 07.69%

Figure 6. Experimental results: A table of results from our im-
age classification experiment described in Section 5. Our ap-
proach significantly outperforms both DSLR baselines (improving
on the better of the two, DSLRSmall, by 21%), and is not far from
the performance of the Ideal baseline (90% of its accuracy), for
which there is no domain adaptation problem (in that it is trained
and tested on the same domain). All methods had statistically
significantly different performance, based on a paired t-test with
α = 0.0001, and all had better than chance performance.

by Hertzmann et al. in [7] to create additional examples of
the target domain from each example of the source domain.

Our experimental results in Section 5.3 show that these
image analogies can be highly useful in training a classifier
in the unknown domain. The approach of training a classi-
fier on image analogies beats a strong baseline by over 20%,
demonstrating that the analogous images synthesized from
the original images give more information to the classifier
than the original images alone. The lower performance of
the baseline further shows that filtering an image in the way
that we did to generate the target domain (adding Gaussian
blur and Gaussian noise), can significantly confuse a clas-
sifier, a result that might not be obvious given the faith we
place in features like SIFT descriptors to recognize seman-
tic objects without being distracted by artifacts like blur-
ring and noise. Luckily, our results clearly show that image
analogies can address some of the weaknesses in our image
representation.

While this experiment was not performed on a “real-
world” domain transformation, in that the target domain
was generated from the source domain by applying a fil-
ter, it isn’t unreasonable to speculate that the results of the
experiment would likely be similar if using actual webcam
images as the target domain. The images generated by the
procedure explained above seems to produce images that
appear very similar to the type of photographs one expects
a webcam to produce.

7. Future Work
This project has a number of possible future directions

that merit further investigation.
While we believe our results constitute a legitimate

“proof of concept” for the idea of using image analogies
for domain adaptation, it would of course be more con-
vincing if we could replicate the experiment on real-world
data, where the source domain is again images taken by a
DSLR camera and the target domain is images taken by a



webcam (or some other type of low-resolution, low-quality
camera). This has the drawback of being more difficult to
setup, potentially requiring two cameras to be set up in the
exact same position and pose, to take a snapshot of the ex-
act same scene, such that each pixel index in the two images
corresponds to the same point in the scene. This is further
complicated by the fact that different cameras output differ-
ent resolutions and aspect ratios. Fortunately, our system
requires just a single pair of input images that correspond
in this way, giving the potentially painful task of setting up
two cameras perfectly a reasonably high payoff (assuming
the results found in this paper carry over to the real-world
task).

It is also possible that the cameras might not need to
be set up perfectly. The authors of [7] describe (but do
not show, for copyright reasons) image analogies results
in which the source image pair is a photograph and a re-
alistic painting of the scene shown in the photograph, and
the output is reasonable. Due to human error, there is
no way that the artists’ paintings were pixel-for-pixel re-
productions of the scene, so the authors apply a warping
method to the painting in order to bring it into pixel-for-
pixel correspondence with the photograph of the scene. Po-
tentially, such a warping approach could be applied to cor-
rect a less-than-perfect pair of corresponding input images
in the DSLR/webcam problem we’re interested in as well.

Other areas where image analogies might prove useful in
domain adaptation might be in classifying images filtered
using “Instagram” type filters that are becoming increas-
ingly commonplace in recent years (e.g., sepia filters). Such
filters are often intended to produce a pleasing “retro” effect
that usually reduces the quality of the final image, similar to
the synthetic domain we tested here (which added a blur and
some noise). See Figure 7 for examples generated using an
online image editing tool, Picnik [8]. The attractive thing
about this idea, of course, is that it is a useful real-world ap-
plication while still requiring no “hardware” camera setup,
as an example pair can be produced simply by taking a “nor-
mal” photograph and filtering it using the filter for which we
are interested in doing object recognition.
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